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We explore how phase and amplitude gradients, which are almost inevitable in a coherent illumination
probe, affect the atomic reconstruction of an isolated molecule based on diffraction intensities. By modeling
the probe as a defocused Gaussian source, we show that structural distortion can be introduced in the recon-
structed object if plane-wave illumination is assumed in the diffraction phase-retrieval algorithm. For the
plane-wave approximation, we conclude that the standard deviation �d describing the source width should be
such that �d�10Rc, where Rc is the nominal radius of the molecule. In a pulsed source, where diffraction data
are obtained when the moving molecule is at an instantaneous location within the illumination window, the
effects of wave front curvature can be reduced by defocusing the illumination. This improvement comes at the
expense of a weaker diffraction signal. For the three-dimensional reconstruction of a molecule, diffraction
patterns from many different orientations of identical molecules are required. Since phase-retrieval methods are
inherently solving for the probe plus the molecule, irreproducibility of wave front curvature or molecule
location within the probe will introduce additional degrees of freedom to the structure solution problem.
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I. INTRODUCTION

Recent experiments and theory indicate that it will soon
be possible to reconstruct the three-dimensional structure of
protein molecules by obtaining serial diffraction data as a
beam of isolated similar molecules traverses a high-intensity
x-ray or electron beam.1–7 This is an exciting development in
diffraction physics, made necessary by the fact that a high
proportion of proteins does not crystallize and thus their
structures cannot be solved by standard crystallographic
methods. Low-dose cryotransmission electron microscopy
has been applied successfully to the problem by obtaining
many images of identical objects on thin supports and tomo-
graphically reconstructing the three-dimensional structure.
This however, is a time-consuming exercise with limited
resolution.8 The alternative diffraction approaches, both elec-
tron and x ray, are not without their difficulties. Coherent
high-brightness sources are essential to such experiments,
where the diffracted signal is inherently weak. High bright-
ness synchrotron and free-electron laser sources, as well as
x-ray lenses for focusing the illumination, are being devel-
oped that will meet this need. The technology to create stable
droplet beams containing isolated particles has been
demonstrated,2,9 and there has been a recent proliferation of
phase-retrieval techniques for inverting diffraction data.10–17

Successful phase retrieval at high spatial resolution re-
quires knowledge of the illumination wave function. Plane-
wave illumination conditions can simplify certain aspects of
the phase-retrieval algorithm by eliminating the need to
solve also for the absolute location of the molecule within
the probe. In fact, for a plane wave, the absolute location of
the molecule cannot be determined if the diffraction phases
are not measured directly—the diffraction intensities from
different locations being indistinguishable. It is known that
phase and amplitude gradients in the illumination have an
important effect on the interference between scattered waves

and all phase-retrieval methods require knowledge of the il-
lumination wave front at the sample.10–13 Further, to generate
sufficient illumination intensity at the object in order to in-
crease the diffracted signal, some focusing of the illumina-
tion is necessary. It has been pointed out that wave front
curvature is useful for resolving phase ambiguities in object
reconstructions, provided the wave front is known.13 Meth-
ods for object reconstruction by phase retrieval necessarily
solve for the whole scattering system—the probe plus the
molecule. The location of the molecule within the probe is an
inherent component of the diffraction data.

In this paper, we explore the effects of phase and ampli-
tude gradients on the diffraction from isolated molecules at
various locations within a model probe of Gaussian intensity
profile. We show that even small amounts of wave front cur-
vature and amplitude gradients can degrade significantly the
object reconstruction when plane-wave illumination is as-
sumed. We conclude that for an illumination with intensity
profile standard deviation �d, the condition �d�10Rc is
about optimum for a molecule of radius Rc. Problems occur
in reconstruction if the object moves during exposure or if
the data are ensemble-averaged encompassing a variety of
relative positions before reconstruction. We set limits on the
extent of focusing that maintain the validity of the plane-
wave approximation.

II. KINEMATICAL DIFFRACTION MODEL

In this section, we develop an analytical model for the
scattering by an object �i.e., a molecule� that is irradiated by
a focused electron probe. Our treatment is easily modified
for x-ray scattering by incorporating the appropriate polar-
ization factor for the scattering. The object is not necessarily
centered on the probe and can even move across the probe to
produce a time-averaged diffraction pattern. The probe is
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modeled with a Gaussian intensity profile, a form that allows
analytical expressions to be obtained. Our general conclu-
sions are expected to hold for other probe profiles, such as
those generated near pinholes or near the foci of zone plates.
We ignore internal motions of the molecule, such as rotations
and beam damage during exposure, since their deleterious
effects on structure determination are already well under-
stood.

The specimen is treated as a moving finite assembly of N
atoms. At time t, atom j is at position r j��t�. It is convenient
to represent the trajectory of each atom as comprising two
separate motions: the motion of the assembly’s center of
mass R�t� plus the motion with respect to that center of mass
r j�t�. Thus, we write

r j��t� � R�t� + r j�t� . �1�

The location of the center of mass is

R�t� =
1

N
�
j=1

N

r j��t� . �2�

If the assembly is rigid and not rotating, r j is constant and the
time-dependent part of the trajectory is contained entirely in
R�t�. During a scattering experiment, momentum and energy
are necessarily imparted to the assembly, potentially causing
changes to both R�t� and r j�t�. This is especially true for
experiments of the “diffract-and-destroy” variety where short
high energy x-ray pulses are scattered from the object.4,7 In
all scattering experiments, we measure a time-averaged scat-
tering profile. If the pulse duration is significantly shorter
than the inertial response time of the individual atoms within
the destroyed molecule, the diffraction data is then mostly
from the initial pristine structural state.18 In such experi-
ments it is assumed that all of the r j are essentially constant
during the exposure and that atomic ionization has not sig-
nificantly altered the scattering properties of the molecule.

First, we consider the sample to be illuminated by plane-
wave radiation of wavelength � and wave vector amplitude
�=2� /�, with vector component k relative to the optic axis
�Fig. 1�. The radiation is scattered into an outgoing plane-
wave vector q relative to the optic axis. The amplitude of the
scattered wave far from the sample, in the Fraunhofer limit
expected in coherent diffraction experiments, is19–21

� j�r�,r j�,k,q,t� = i�f j��q − k��e−i�q−k�·rj��t�eiq·r�. �3�

f j��q−k�� is the scattering factor of atom j for scattering
through wave vector q−k. r� is a spatial coordinate in the
detector plane, which is assumed to be in the far field.

Now we allow for non-plane-wave illumination described
by a source A�k�, which could be complex. Summing over
all the atoms and integrating over all the plane-wave compo-
nents k in the illumination, we get for the total scattered
wave function

��r�,q,t� = i�eiq·r��
j=1

N

e−iq·rj��t�� A�k�f j��q − k��eik·rj��t�d2k

� i�eiq·r��
j=1

N

f j��q��e−iq·rj��t�� A�k�eik·rj��t�d2k , �4�

where A�k� is the amplitude of the incident plane wave with
wave vector k. In this last equation, we have used the Taylor
series f j��q−k��� f j��q��−k ·�q f j��q�� and the fact that the
linear gradient term across the symmetrical aperture has neg-
ligible contribution to the integral when k is small. The
higher-order terms in the Taylor expansion, depending on k2

and above, are negligible for typical aperture sizes.22 This
allows us to replace f j��q−k�� inside the integral with a con-
stant f j��q�� outside the integral without significant loss of
accuracy. We have assumed here that the probe convergence
angles are shallow and have ignored the z components of k,
which, being very small, introduce long-wavelength oscilla-
tory coherence terms along z.21 This assumption is valid if
the object radius Rc is much smaller than this wavelength,
that is Rc�4�2 / ��K2�, where K is a measure of the range of
k over which the integral is summed �i.e., the aperture ra-
dius�.

The scattered intensity at time t 	object location R�t�
 is
given by I�q , t�= ���r� ,q , t��2 to give

I�q,t� = �2�
m=1

N

�
n=1

N

fm��q��fn��q��eiq·rmn�t�Pmn�K,t� , �5�

where we have set rmn=rn−rm. The impulse function
Pmn�K , t� is

Pmn�K,t� =� A�k�eik·rm� �t�d2k� A�k��e−ik�·rn��t�d2k�. �6�

Pmn�K , t�=1 for plane-wave illumination and is dimension-
less. A similar expression for x-ray scattering can be ob-

k

-k

q

Scatterer

Optic axis

κ

FIG. 1. Diagram showing the sample scattering geometry in its
simplest form.
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tained by multiplying Eq. �6� by a polarization correction
factor ��+cos2 �� / ��+1�, where �=2 sin−1��q /4�� is the
scattering angle. For plane-polarized x rays, �=tan 	, where
	 is the angle between the plane of polarization of the inci-
dent x-ray beam and the plane containing both the incident
and scattered beams. For circularly polarized x rays, �=1.

We now model the intensity of the illuminated region by a
Gaussian, with a standard deviation for the falloff in intensity
�in real space� being �. For unit total intensity in the probe,
the two-dimensional wave amplitude profile in k space for
such a focused beam is

A��k� =
�

21/2�3/2 exp�− �2k2� , �7�

where k��kx ,ky� and k��k�=��kx
2+ky

2�. A��k� is related to
A�k� via A�k�=2��2A��k�, since the Gaussian probe defined
by A�k� has unit intensity on the axis.

For a probe that is out of focus by a distance 
f , A��k� is
modified to

A��k� =
�

21/2�3/2 exp�− �2k2�exp�i
�
f

4�
k2

=
�

21/2�3/2 exp�− ��2 − i
�
f

4�
k2� . �8�

This is equivalent to a Gaussian also, with a complex stan-
dard deviation �� given by

��2 � �2 − i
�
f

4�
. �9�

We are ignoring higher-order aberration terms in this treat-
ment. For example, spherical aberration Cs would introduce
additional phase-shift terms exp	i�Cs�

3 /32�3�k4
 and the
probe would no longer be pure Gaussian, complicating the
analysis.

Fourier transforming, the intensity-normalized probe
wave function in real space is

���r,
f� =
�

�2���2
exp�−

r2

4��2� , �10�

and the probe intensity is

I��r,
f� =
1

2�

1

��2 +
�2
f2

16�2�2 exp�−
r2

2��2 +
�2
f2

16�2�2� .

�11�

Thus, the intensity profile of a defocused Gaussian is just
another broader Gaussian with standard deviation �d, which
is related to � and 
f by

�d
2 = �2 +

�2
f2

16�2�2 . �12�

The phase shift ��r ,
f� of the defocused Gaussian probe
�relative to a propagated plane wave of the same wavelength
�� is given by

��r,
f� = tan−1� �
f

4��2 −

1

4
� �
f

4��2� r

�
2

1 + � �
f

4��22 . �13�

The first term is independent of r. The second term is
parabolic in r and represents the phase retardation �when

f 0� arising from the curvature of the diverging wave
front relative to the focal plane. Recall, 
f 0 represents an
overfocused probe and so the illumination at the sample is
from a real Gaussian source. Conversely, 
f �0 represents
an underfocused probe, where the illumination at the sample
is converging toward a virtual Gaussian source. Conse-
quently, the phase shifts are of opposite sign on either side of
the focal plane 
f =0.

The dependences of the amplitude and phase of a defo-
cused Gaussian wave on r and 
f are shown in Fig. 2. The
phase is constant across the probe when in focus 
f =0. Far
from focus, the phase on axis at r=0 shifts by �� /2, with
the same sign as 
f .

To model linear motion of a rigid nonrotating cluster, we
rewrite Eq. �1� as
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FIG. 2. �Color� Probe amplitude �top� and phase �bottom� of a
Gaussian beam as a function of reduced axial radius r /� �horizontal
axis� and reduced defocus �
f /�2 �vertical axis�. � is the standard
deviation of the Gaussian intensity at focus 
f =0.
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r j��t� = vt + R0 + r j , �14�

where the velocity v is constant and R0 is a constant offset. It
is convenient to assume that v is aligned along the x axis so
v��v ,0 ,0� �Fig. 3�.

First, for a stationary scatterer �v=0� it is straightforward
to integrate Eq. �6� with respect to time to obtain for the
intensity after exposure time �,

I�q� =
2��4I0�2�

�d
2 �

m=1

N

�
n=1

N

fm��q��fn��q��eiq·rmn

� exp�−
�rm

2 + rn
2�

4�d
2 �exp�i

�
f

�2

�rn
2 − rm

2 �
4�d

2 � . �15�

I0 is the incident flux �particles per unit area per unit time�.
In this expression, we have merged the constant offset R0
into the r coordinates. This equation reveals oscillatory terms
that depend on the difference �rn

2−rm
2 �, similar to the behavior

of a zone plate. This expression can be rewritten in an alter-
native form

I�q� =
2��4I0�2�

�d
2 �

m=1

N

�
n=1

N

fm��q��fn��q��ei�q+Qmn�·rmn

�exp�−
�rm

2 + rn
2�

4�d
2 � , �16�

where

Qmn =
�
f

4�2�d
2 �rm + rn� . �17�

Qmn grows for those scatterers that are far from the geomet-
ric center and is zero when 
f =0. Equation �16� can be

interpreted as if the interference term from each atom pair
m ,n has its own origin in the diffraction plane −Qmn caused
by local tilt in the wave front. It is peculiar that although the
Qmn term acts as a reciprocal-lattice vector, it is in fact pro-
portional to the real-space vector rm+rn. Qmn differs for each
atom pair because of curvature in the wave front and so does
not result in a uniform sideways displacement of the whole
pattern. Instead, the pattern is distorted, reflecting the sym-
metry of the object plus the probe wave front. Qmn can be
large when the cluster is far from the center of the probe and
when the defocus 
f is large. Even when 
f =0, there re-
mains a damping term exp	−�rm

2 +rn
2� /4�2
, which also has

its strongest effect on the interference between atoms that are
far from the beam axis. An inversion procedure that pre-
sumes plane-wave illumination in order to recover the object
will obtain a result that contains distortions due to wave front
curvature in the probe and amplitude gradients. It is impor-
tant to make sure that such curvature and gradients are small
if the plane-wave approximation is to be valid for the phase-
retrieval algorithm.

For a scatterer moving along x 	v= �v ,0 ,0�, v�0
, the
time-averaged diffraction signal can be shown to be

I�q� =
�2�2��2I0

�dv
�
m=1

N

�
n=1

N

fm��q��fn��q��eiq·rmn

� exp�−
xmn

2

8�2�exp�−
�ym

2 + yn
2�

4�d
2 �

�exp�i
�
f

�2

�yn
2 − ym

2 �
4�d

2 � . �18�

� does not appear in this expression as we have integrated
over infinite time. The time averaging affects only the x com-
ponents. As v increases, the total signal drops because the
molecule’s dwell time under the probe is reduced in propor-
tion to 1 /v. The signal also decreases when the probe is
defocused since �d is enlarged. The probe is spread out over
two dimensions, reducing the local intensity in proportion to
1 /�d

2, but the path length traversed by the molecule under the
probe increases linearly in proportion to �d. These two com-
peting effects produce the 1 /�d dependence seen in Eq. �18�.
The largest damping occurs when xmn=xn−xm is large. Thus,
nearest-neighbor interferences are the least affected. The big-
gest impact on the diffraction patterns due to time averaging
therefore tends to be on the low-q vectors along x, corre-
sponding to the largest x-component spacings between at-
oms.

Time-averaging appears to introduce a strong effect for
the x coordinates. However, as Eqs. �15� and �16� reveal, the
instantaneous diffraction patterns are also affected by the
probe properties. If successive molecules diffract from dif-
ferent locations in the probe, differences between diffraction
patterns will not be caused entirely by differences in mol-
ecule orientation. The scattering is from a system—the mol-
ecule plus the probe. It is only when each molecule scatters
from the same location within a reproducible probe that the
differences in diffraction can be attributed entirely to differ-
ences in molecule orientation.

FIG. 3. Illustration of a C60 molecule in various locations as it
transits a Gaussian beam. Phase and amplitude gradients across the
molecule affect the diffracted intensities.
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III. SIMULATIONS

Electron diffraction wave functions from a C60 molecule
were simulated using Eq. �4� for a Gaussian probe

��q� = �
j=1

60

f j��q��exp�− iq · r j��exp�− rj�
2/4��2� . �19�

The scattered wave functions were calculated using a modi-
fied version of the C program VKMAP written by one of us
�MMJT� for fluctuation electron microscopy simulations.
The constant multiplication factors were omitted here since it
is only the relative intensities that are important. Curvature
of the Ewald sphere was included by assigning a sagittal z
component to the scattering wave vector, qz= �� /4��q2,
which is valid provided q�4� /�. � is the electron wave-
length, which was set at �=3.7 pm �i.e., 100 kV electrons�,
and q is the scattering vector component in the x−y plane.
��2 is given by Eq. �9�. The C60 molecule was oriented so

that one of the 5̄ axes was parallel to the illumination direc-
tion, z 	Figs. 3 and 5�j�
. The molecule was translated rigidly,
without rotation, across the probe along the x axis from x=
−5�d to x= +5�d in 99 steps, with step number 50 having the
molecule centered on the illumination axis. At each location,
the diffracted intensity I�q�=���q���q� was stored out to
wave vectors of −5.12 nm−1�qx /2�, qy /2��5.12 nm−1.
Each pattern was sampled into a 512�512 array, with q=0
centered at pixel location �256, 256�.

The simulated diffraction data were then inverted using a
charge-flipping algorithm,16,17 following the method de-
scribed by Wu et al.15 This method was chosen for its sim-
plicity and ease of implementation. The approaches by
Fienup,14 Rodenburg and co-workers,10–12 and Quiney et
al.13 may offer more robust methods when wave curvature is
present. In our implementation of charge flipping, the “ob-
served” diffraction amplitudes Fobs�q� are the 512�512 val-
ues obtained by taking Fobs�q�=�I�q�. The algorithm was
implemented in a DIGITALMICROGRAPH™ script on a Macin-
tosh™ computer. Our implementation differed from that of
Wu et al.15 in that we allowed the charge-flipping threshold
to decrease from 0.15 to 0.01 as the run progressed. Usually,
but not always, this allowed a more stable convergence for
our simulated data. We also experimented with a hybrid
input-output �HIO� method, as advocated by Wu et al.,15 but
our implementation did not improve convergence rates. The
inversion was accomplished by repeatedly running the
charge-flipping code under different starting conditions and
keeping the best result. Generally, the runs were seeded with
a random object and the charge-flipping threshold set to 0.15,
although sometimes smaller values as low as 0.01 appeared
to work better. The convergence was followed by examining
the residual at the kth charge flip step

Rk =

�
q

��Fk�q�� − �Fobs�q���

�
q

�Fobs�q��
. �20�

Each run usually rendered the lowest residual after about 40
charge flips, after which the residual would increase. Subse-

quent runs were seeded by the best previous result, and the
charge-flipping threshold would sometimes be lowered fur-
ther. In total, between 200 to 10 000 charge-flipping steps
were required to achieve a stable final result whose R value
could not be lowered further within a reasonable time.

The charge-flipping inversion method used here employed
standard fast Fourier transforms �FFTs�. The use of FFTs is
equivalent to treating the scatterer as a simple projection of a
phase object, ignoring curvature in the Ewald sphere. Since
our diffraction simulations incorporated the Ewald sphere,
our best R values were never less than 0.25.

Shot noise was introduced into diffraction patterns by the
following procedure. First the noise-free pattern was com-
puted as a two-dimensional array pattern measuring x dim by
y dim pixels. Then a linear array accum was constructed,
with the same number of elements as the number of pixels in
the two-dimensional array pattern x dim�y dim. Beginning
with the first pattern pixel, which is pattern�0,0� in a zero-
based array, accum stores the accumulated intensity as we
scan along each row. Thus, the linear array element
accum�xdim� j+ i� contains the sum of all the pattern pixels
between pattern�0,0� and pattern�i , j�, where we have
scanned successively along each row j in pattern. The final
element accum�xdim�ydim−1� contains the total intensity
in pattern. The array accum is then normalized by dividing
throughout by this total intensity so that its values range
from approximately �0.0 at the beginning to approximately
�1.0 at the end. A new two-dimensional array, noisypattern
of xdim�ydim pixels, is created and initialized to zero ev-
erywhere, which will contain the noisy diffraction pattern. A
random number between 0 and 1 is generated, and the entry
accum�n� with the closest value to the random number is
found. Since the values in accum are already sorted, the clos-
est value can be found efficiently in O	ln�x dim�y dim�

steps �in our case, for xdim=ydim=512, this is �12 steps�
by recursively bracketing and halving the range of possible
values within accum. One count is added to the noisy pattern
at pixel noisypattern�n% xdim,n /xdim�, where “/” repre-
sents integer division, rounding down to the nearest integer
�giving the row number�, and “%” represents the remainder
of the integer division �giving the column number�. To gen-
erate a diffraction pattern with a total of N counts, this pro-
cedure is repeated with N random numbers, accumulating
one count each time at the appropriate pixel. This method
correctly weights the randomized accumulation of counts to-
ward the more intense peaks and reproduces the original dif-
fraction pattern accurately when N is large, N106 in our
case. We used Knuth’s random number procedure RAN3 as
provided in Ref. 23.

IV. RESULTS AND DISCUSSION

Diffraction patterns were simulated for a C60 molecule
using a Gaussian-profile electron probe, with standard devia-
tion �=0.25 nm. In the first set of simulations, the probe
was focused 
f =0. Two of the 99 diffraction patterns are
shown in the top row of Figs. 4�a� and 4�b� when the center
of the C60 molecule was located at x=0 and x= +2.5� �i.e.,
at x=0 and 0.625 nm, respectively�. The time-averaged dif-
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fraction pattern is shown at the end of the row 	Fig. 4�c�
.
The nominal projected width of a C60 molecule is
�0.71 nm, atom center to center. The diffraction patterns at
x= �2.5� are identical, and we show only the pattern at x
= +2.5� 	Fig. 4�b�
. They are significantly different to the
centered pattern 	Fig. 4�a�
. The high q information is sup-
pressed, and the low q data are broadened along the motion
direction x. There are no phase gradients across the focused
Gaussian probe. These diffraction effects are caused by the
amplitude gradient in the probe. The time-averaged diffrac-
tion pattern for the molecule traversing the probe 	Fig. 4�c�

closely resembles the pattern at x=0. The most significant
difference is that the low q data are broadened. The patterns
at larger x are weaker in overall intensity, and the averaged
pattern is dominated by the highest-intensity data obtained
close to x=0. The intensity scaling factors relative to the
centered patterns in the left column are indicated in the upper
right corner of each pattern.

Diffraction patterns were also simulated for a defocused
probe, again with �=0.25 nm, but with �
f /�2=4� �i.e.,

f =212.3 nm for 3.7 pm wavelength electrons�. At this de-
focus, �d=0.354 nm 	Eq. �12�
. Two patterns taken at x=0
and x= +2.5�d are shown in the second row of Figs. 4�d� and
4�e�, with the time-averaged pattern presented at the end of
the row 	Fig. 4�f�
.

A similar series of patterns was computed for a more
strongly defocused probe, with �=0.25 nm and �
f /�2

=200 �i.e., 
f =3378 nm for 3.7 pm wavelength electrons�.
At this defocus, �d=3.99 nm. Two patterns taken at x=0 and

x= +5�d are shown in the third row of Fig. 4. Because the
probe is strongly defocused �i.e., �
f /�2�4��, causing the
illuminated region to resemble a spherical wave, the patterns
are all quite similar, except that the pattern at x=5�d 	Fig.
4�h�
 is about a factor of 25 weaker in intensity. The origin of
each pattern moves as the C60 molecule transits the probe.
This is a direct consequence of the Qmn terms 	Eqs. �16� and
�17�
 which are no longer zero when the probe is defocused
and when the object center is off the probe axis. The shift is
also apparent between Figs. 4�d� and 4�e�, but is more pro-
nounced at the larger defocus 	between Figs. 4�g� and 4�h�
.
Since x0, the shift is to the left in the −qx direction in these
simulations. This origin shift can also be understood by not-
ing that the average direction of the spherical wave front
changes as the object moves across the probe. Consequently,
for a defocused probe, it is the phase shifts that distort the
average diffraction pattern most, and the impact is greatest
for the low q scattering vectors. With care, these origin shifts
could probably be detected and measured in experimental
data, allowing simulations to correct for them.

The structure of the C60 molecule is shown in Fig. 5�j�.
The view is along one of the 5̄ axes, which is z in our coor-
dinate system. x is horizontal and y is vertical in the figure.
To test our algorithms, the diffraction amplitude and phase

FIG. 4. Diffraction patterns calculated for a C60 molecule,

viewed down a 5̄ axis, for a Gaussian probe profile with �
=0.25 nm. The three rows are for the three normalized defocus
values �
f /�2=0, 4�, and 200, respectively. The left column is for
the case when the center of the molecule is on axis, the central
column for when the molecule is at x=2.5�d for �b� and �e�, and
x=5.0�d for �h�. The third column is the time-averaged pattern for
the molecule’s transit across the center of the probe. The linear
intensity scaling factor relative to the centered pattern in the left
column of each row is indicated in the upper right of each pattern.

FIG. 5. �a�–�i� are reconstructions of the C60 molecule using the
charge-flipping algorithm for Gaussian illumination with �
=0.25 nm. Each panel represents a reconstruction of the corre-
sponding diffraction pattern in Fig. 4. �j� C60 molecule, viewed

down the 5̄ axis, that was used for the diffraction simulations. �k�
Projected charge density of the C60 molecule. All intensity scales
are linear. The intensity multiplication factors applied to each re-
construction, to allow visual comparison to the best reconstruction
shown in �g�, are indicated in the upper right of each figure.
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were computed for plane-wave illumination and then inverse
Fourier transformed to obtain a charge density. Figure 5�k�
shows the projected charge density when the Ewald sphere
was treated as having infinite radius ��→0�. For this flat
Ewald sphere, the charge density matches the model well.
For the curved Ewald sphere used in our simulations, the
effective charge density closely resembles that in Fig. 5�k�,
but is not identical.

Reconstructions of the C60 molecule, obtained by apply-
ing the charge-flipping algorithm to the diffraction data of
Fig. 4, are presented in Fig. 5. Reconstructions for the fo-
cused probe when x=0, x= +2.5� �where �=0.25 nm�, and
for the time-averaged pattern are shown in Figs. 5�a�–5�c�,
respectively. The reconstruction for the on-axis molecule po-
sition 	Fig. 5�a�
 is respectable, with atom positions essen-
tially resolved. However, there is significant residual charge
density located between the projected atom positions. The
image intensity needed to be scaled by 16 times to match the
intensity scale of the projected potential 	Fig. 5�k�
. The in-
tensity gradient in the reconstruction in Fig. 5�b� arises be-
cause of the overall wave amplitude gradient across the mol-
ecule that arises when it is not coaxial with the probe. We
found two equally stable results for the case of Fig. 5�b�,
which were left-right mirror images of each other: recon-
structions related by inversion symmetry are equally viable
solutions under the plane-wave approximation when x�0.

Reconstructions for the defocus condition �
f /�2=4�
are presented in the next row 	Figs. 5�d�–5�f�
. This is the
condition that enlarges the probe width by �2 and introduces
strong phase gradients �see Fig. 2�. Again, the best recon-
struction of the object occurs for x=0 	Fig. 5�d�
. The
charge-flipping reconstruction distinguishes between those
atoms �regions of high charge density� in the upper �zj 0�
and those in the lower �zj �0� hemispheres of the molecule.
In our simulations, atoms in the upper hemisphere appear as

hollow regions of charge density. Information about the 5̄
axis, as opposed to the projected tenfold axis observed in the
diffraction intensities close to the origin, comes from the
higher-order Laue zones. When the molecule is off axis 	Fig.
5�e�
, the reconstruction is poor. Our best time-averaged re-
construction 	Fig. 5�f�
 does not show inversion symmetry,
with more charge appearing on the right side �or on the left
side with equal probability�. This indicates that our charge-
flipping method cannot reconcile the low-q and the high-q
information, which are altered differently by the averaging.

Reconstructions for the stronger defocus condition
�
f /�2=200, �d=3.99 nm are shown in the bottom row
	Figs. 5�g�–5�i�
. The best reconstruction in this tableau oc-
curs for x=0 	Fig. 5�g�
, where every atom is resolved and
atoms in the upper and lower hemispheres are distinguish-
able by whether or not they are hollow. The reconstruction at
x=5�d 	Fig. 5�i�
 is poor, although the reconstruction at x
=2.5�d �not shown� was comparable to that in Fig. 5�g�. The
time-averaged reconstruction also shows subtle departures
from inversion symmetry 	Fig. 5�i�
.

Not apparent in these reconstructions is the relative ease
with which they were obtained. Our best result, for x=0,
�
f /�2=200 	Fig. 5�g�
, required only 200 charge-inversion
steps starting from a random object. Other reconstructions at

x=0 required approximately 500 charge inversions. The re-
construction for x=2.5�d, �
f /�2=4� 	Fig. 5�e�
 required
10 000 steps and could not be cajoled into a more symmetric
result. The residuals for all of the best reconstructions were
R�0.3. Notably, for the best result shown in Fig. 5�g�, R
=0.26. We suspect that this can never be made zero in our
reconstruction method because our diffraction simulations
incorporate the Ewald sphere curvature, whereas the charge-
flipping algorithm presumes a flat Ewald sphere. Reconstruc-
tions from off-axis patterns converged much more slowly
than the on-axis results. Reconstructions obtained off axis
and for the time-averaged diffraction data are noisy com-
pared to the reconstruction for the on-axis condition.

Shot noise is clearly going to affect the reconstructions
adversely. To explore this, we simulated shot noise by ran-
domly filling an array with N counts, weighted appropriately
by the computed noise-free diffraction pattern, as described
in Sec. III. We chose the on-axis condition �
f /�2=200,
since this produced our best reconstruction in the noise-free
simulations 	Fig. 5�g�
. We attempted reconstructions for N
=105, 104, and 103 counts over the full diffraction range
�qx /2�= �5.12 nm−1, qy /2�= �5.12 nm−1�. These counts
refer to scattered electrons and exclude the unscattered beam.
We assumed that the detector has a 100% detection effi-
ciency and ignored electronic noise such as dark currents,
etc. In addition to the shot noise, there is an additional bin-
ning noise that is unavoidable, which is related to the fact
that we rounded our random numbers to the nearest value in
the computed diffraction pattern. This noise is related to the
so-called “quantization noise” introduced by the finite num-
ber of binning levels in charge coupled device �CCD� detec-
tors.

For a total count of 105 electrons, the reconstruction is
already significantly degraded 	Figs. 6�a� and 6�b�
. The R
value for the reconstruction in Fig. 6�b� is R=1.46. However,
the individual atoms are still resolvable. For N=104 counts,
the diffraction pattern is visibly degraded and the reconstruc-
tion exhibits approximate fivefold symmetry. Here, R=3.14
and individual atoms are no longer resolved 	Figs. 6�c� and
6�d�
. When N=103 counts, the reconstruction fails to re-
solve any significant internal details of the molecule, R
=8.95 	Figs. 6�e� and 6�f�
. Clearly, noise in the diffraction
patterns is an important limiting factor in reconstructions.
Reconstructions that were marginal in the noise-free limit,
such as those shown in Figs. 5�b�, 5�f�, and 5�h�, will be
vulnerable to even small amounts of noise. Signal can be
improved by focusing the beam, but this comes at the ex-
pense of increasing the beam curvature.

For accurate reconstructions of the object, in addition to
high signal-to-noise ratio, we need spatially coherent illumi-
nation with coherence width larger than the characteristic
object width 2Rc. The focused Gaussian probe has no phase
gradients, but does have amplitude gradients. Our model of a
Gaussian probe shows that defocusing the illumination re-
duces the wave amplitude gradients near the axis, but intro-
duces phase gradients �Fig. 2�. For the plane-wave approxi-
mation to be valid, the wave curvature across the object
should be such that there is much less than a � /2 phase
change between the center and the edge. From Eq. �15�, we
can estimate the phase difference 
� between the center and
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the outer radius Rc of the cluster, where rn
2−rm

2 =Rc
2 to be


� =



1 + �
/4��2

Rc
2

4�2 , �21�

where we have set 
=�
f /�2. The phase difference is zero
when 
=0 and 
→�. It is maximum when 
=4�. For

��� /2, we then need Rc�� at this defocus condition. If
we demand that the phase difference across the molecule
must not exceed some value 
�c for successful phase re-
trieval, then we obtain the constraint ��d��Rc

2 /
�c. Set-
ting 
�c=� /4, this constraint becomes ���d�2Rc. In addi-
tion, Eq. �15� shows that there is a Gaussian falloff in
intensity between the center and the edge. If we set Rc=�,
then the interference terms between the center and the edge
are additionally attenuated by a factor exp�−1 /8��0.88,
which is significant. To minimize phase gradients, we need
either � to be large, where the probe can be focused �
=0�,
or if � is small, 
 needs to be large. In our simulations, the
object recovery was poor under focused-probe conditions. To
avoid amplitude gradient effects, we used an enlarged probe
obtained by defocusing 	Eq. �12�
 setting 
=�
f /�2=200
4�. We could then invert the object satisfactorily, provided
the object and probe were coaxial. For our simulations, we

observed empirically the rule-of-thumb condition that �d
�10Rc for success, which is generally consistent with the
more formal constraint on the phase difference presented
above. It would appear that in order to ensure accurate inver-
sion, the illumination probe should be sufficiently defocused.
However, there is a competing requirement—that of main-
taining a sufficiently high intensity at the scatterer in order to
improve the signal-to-noise ratio. The scattering from a
single molecule is weak, and broadening the beam by defo-
cusing it reduces the signal in proportion to 1 /�d for the
time-averaged signal or 1 /�d

2 for the instantaneous signal. In
practice, focused probes have the advantage of increasing the
signal, but at the possible disadvantage of introducing ampli-
tude and phase gradients.

For three-dimensional reconstruction of molecules, dif-
fraction patterns from many orientations of similar objects
are needed. It has been proposed that molecular structures
can be determined by using intense femtosecond-duration
pulses in “diffract-and-destroy” experiments.1,4,7 Such fast
probes acquire a molecular snapshot, the precise details of
the diffraction pattern depending on the instantaneous mol-
ecule orientation and location within the pulse. The diffrac-
tion pattern will have an origin shift and a distortion caused
by the Qmn terms 	Eqs. �16� and �17�
. The origin shift may
provide a simple way of locating the object within the probe.
Additionally, diffraction intensities are modified by the am-
plitude gradient terms. If the diffraction data from a large
number of identical molecules are not all from the same lo-
cation within the probe, there will be additional uncontrolled
position parameters to solve in the reconstruction.

Defocused Gaussian probes are perhaps the most benign
type of probe for phase-retrieval experiments. Focusing
lenses have aberrations, such as spherical aberration and
coma, which tend to increase local wave front curvature in
probes. We would expect phase gradients to be stronger in
real probes, compared to those modeled here, unless the
sources are strongly defocused.

The arguments presented here can be applied to probes
formed by pinholes, where the A�k� functions represent de-
focused Airy disks. The above criteria applied to this case
show that the pinhole diameter should be much larger than
the object diameter. Again, this comes at the expense of re-
duced signal compared to the unscattered beam.

Although we developed our model for kinematical elec-
tron scattering, our method is readily extended to kinematical
x ray and neutron scattering. For x rays, a polarization factor
must be included. Expressed in terms of the dimensionless
parameters �
f /�d

2 and r /�d, the different length scales can
be accommodated.

In the analysis conducted here, we used a simple charge-
flipping algorithm based on the phase-object approximation.
This approximation is not a fundamental limitation of the
algorithm, and recently developed phase-retrieval techniques
that incorporate knowledge of the actual probe profile should
offer significant improvement.10–14

The issues discussed here are also of direct relevance to
the technique of fluctuation microscopy.21,24 Speckle statis-
tics of the scattering in disordered samples are affected by
the coherence of the illumination. Normally, fluctuation mi-
croscopy experiments are conducted at the focused condi-
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FIG. 6. Three reconstructions of a C60 molecule illustrating the
impact of noise. The left column shows diffraction patterns for a
C60 molecule that is centered on the illumination with �
f /�2

=200. These are similar to the conditions used for Figs. 4�g� and
5�g�, except those were noise free. The diffraction patterns contain a
total of 105, 104, and 103 scattering counts within the collection
range ��5.12 nm−1, �5.12 nm−1�. The detector is assumed to have
a 100% detection efficiency, and the unscattered beam is not in-
cluded in the count. The right column shows the corresponding
reconstruction of the C60 molecule. Our reconstruction for 103

counts in �f� did not resolve any internal structural details of the C60

molecule. The intensity rescaling for each reconstruction is indi-
cated in the upper right of �b�, �d�, and �f�.
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tion. The detailed behavior of the sample speckle as a func-
tion of probe focus has not yet been fully explored.25,26

However, it is clear from our analysis �summarized in Fig. 2�
that the coherence width of a defocused Gaussian beam
broadens more slowly than the beam width itself. This sug-
gests that defocus is not an effective method for changing the
effective coherence width of the probe in fluctuation micros-
copy experiments.

V. CONCLUSION

We have presented a simple kinematical scattering model
for the diffraction from a molecule that is irradiated by a
concentrated illumination probe. We have explored the
model case where a Gaussian intensity profile electron beam
probes a C60 molecule. A plane-wave scattering model shows
that the longest interatomic distances within the molecule are
affected most by the distortions induced by wave front cur-
vature and amplitude gradients. The nearest-neighbor infor-
mation is affected least. Diffraction simulations from a C60
molecule, under various conditions of defocus, were inverted
using a charge-flipping algorithm �assuming plane-wave illu-
mination� to recover the projected charge density of the ob-
ject. We find that the object can be recovered satisfactorily in
the plane-wave approximation when it is centered on the
probe, provided that the intensity standard deviation �d
�10Rc, where Rc is the nominal radius of the cluster. Em-
pirically, the value of �d�10Rc appears to be about optimum
for our simulations using the plane-wave approximation and
the charge-flipping object-recovery algorithm. A larger value
of �d improves the plane-wave assumption, but the amount

of signal that is “wasted” also increases. The quality of the
recovered object deteriorates when it is not centered on the
illumination or if the illumination is too finely focused. In
addition, the time-averaged diffraction pattern, acquired as
the object moves across the illuminated region �even if it is
rigid and not rotating�, results in poor object recovery. The
plane-wave approximation improves when the illumination
is further out of focus, but this comes at the expense of
reduced signal. Object recovery is also sensitive to the pres-
ence of shot noise. For our reconstruction of a C60 molecule,
we found that a total scattering signal of over 105 counts in
the range �qx /2�� , �qy /2���5.12 nm−1 is desirable. How-
ever, more sophisticated information-optimizing recovery
methods �similar to the maximum-entropy and Richardson-
Lucy algorithms, which were not explored here� may im-
prove the tolerance to noise.

Ideally, for diffract-and-destroy experiments using fo-
cused pulsed illumination on a beam of identical molecules,
the phase-retrieval algorithm should solve for the object plus
the probe wave function under conditions of high signal-to-
noise ratio. The positional degrees of freedom in the phase
retrieval can be reduced significantly if all diffraction pat-
terns are from the same molecule location within the probe.
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